
(IT619) NATURAL LANGUAGE PROCESSING 
(ELECTIVE - II) 

 
Objective of the Course :    
This course aims at introducing students to the area of Natural Language Processing that is useful while 
dealing with large volume of text on the web. Statistical and probabilistic methods will be emphasized - 
along with  NLP fundamentals. 

 
UNIT - I 
Words, Lexicon Design and Processing, Lexical Semantics Syntax, ParsingTechniques (Chart, ATN etc.), 
Probabilistic Parsers   

 
UNIT - II 

Semantics, Knowledge Representation, Frames, Semantic Nets, Noisy Channel 

 

UNIT - III 
Metaphor, Hidden Markov Model and Associated Algorithms, Word Level   

 

UNIT - IV 

Processing, Part of Speech Tagging, Parsing Techniques, Probabilistic Parsing, IR andLanguage 
Modeling, Corpus Technology, Lexical Knowledge Networks (Wordnet,Conceptnet, Framenet etc.),  

 

UNIT - V 

Machine Translation, question answering and InformationExtraction, Indian Language Computing.  
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